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Abstract: This paper focuses on the use of a user dependent multi-resolution approach based on local ternary pattern (LTP) in biometric verification. Following an extensive review of the literature on texture descriptors, several methods are compared on well known biometric problems: palm verification and knuckle verification. We propose approaches for extracting a set of local ternary pattern bins separately from the training set of each user, then the Chi square distance is used to compare two templates. The paper is more experimental than novelty in algorithm, our aim is to compare our system with the standard multi-resolution approach, with the novel hierarchical local binary patterns (HLBP) and with different fusions. Extensive experiments conducted over the two well-known biometric characteristics (palmprint and knuckleprint) show the strength of our approach. When each user is given the related selected bins, a near 0 equal error rate is obtained. When the impostor steals the `selected bins’ of the user that he claims to be, our approach slightly outperforms both the standard multi-resolution approach and HLBP. A further improvement in the performance is obtained combining LTP and HLBP.
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1 Introduction

The biometric recognition problem has increasingly become one of the most widely studied pattern recognition problems in the 21st century. At stake is the securing of sensitive computer data and systems, cellular telephones, and the personal identities of millions of individuals. Gone are the days of securing sensitive data-based solely on something only a user knows. Passwords, personal identification numbers (PINs), and answers to personal questions are difficult for users to remember, expensive to change, and easy to compromise. Adding a layer of security based on biometrics, such as palm and finger prints, has increasingly become a viable solution to the growing need for tighter security.

Biometrics is the science of measuring and extracting biological features that are common to all people, yet unique to the individual, such as facial structure, fingerprints, and palm prints. Biometric recognition is complicated by a number of associated problems that go beyond identifying the unique biological markers associated with individual identities in a database. Biometric recognition must also be concerned with quality checking, aliveness detection, and multi-modal authentication. Of course, the heart of any biometric recognition systems is the extract of a set of features in the biometric image or pattern that offers the greatest amount of information. In pattern recognition, many new methods have been developed over the last decade for extracting features from an image and for classifying them. Particularly popular in many biometric image classification, verification, and identification systems are texture-based methods, such as those based on local binary patterns (LBPs) (Ojala et al., 2002; Nanni and Lumini, 2008; Fröba and Ernst, 2004; Tan and Triggs, 2007; Liao and Chung, 2007) and Gabor filters (Ong et al., 2008).

Despite the diversity and sheer amount of biometric data available to researchers today, most texture-based methods are tested using one or two datasets that are based on the same biometric trait. Rarely are methods studied that function well across multiple
datasets and across multiple biometrics. An examination of the literature shows that different methods perform optimally on different datasets. The aim of this work is to find a generalised method based on LBP/LTP that works well across a number of biometric problems. We accomplish this goal by examining several LBP/LTP approaches for representing images, and we propose a reliable method based on an ensemble where different feature descriptors are combined into an optimal general system. Moreover, we propose extracting different sets of local ternary pattern (LTP) bins separately from the training set of each user.

Extensive experiments conducted over two well-known biometric characteristics show that when each user utilises the related selected bins a near zero equal error rate (EER) is obtained using our system while if the impostor steals the ‘selected bins’ of the user that he claims to be our approach slightly outperforms both the standard multi-resolution approach and HLBP.

The remainder of this paper is organised as follows. In Section 2 we discuss research in texture-based methods for biometric verification that use the biometric traits examined in this study. In Section 3 we introduce the feature extraction methods and the classification system investigated in this work. In Section 4 we describe the datasets and the testing protocols used to test our system. In Section 5 we report experimental results obtained on different biometric traits. Finally, in Section 6 we draw conclusions and discuss directions for future research.

2 Related work

In this section we review techniques for classifying the biometrics explored in this study: palm verification and knuckle verification.

2.1 Palm verification

Palm verification is based on the acquisition of hand images using a digital camera. Characteristics in a palmprint impression are then used to verify a person’s identity. Features extraction methods that have a proven track record in palm verification can be divided into the following three categories (Kumar and Zhang, 2005):

1. texture-based approaches, e.g., Gabor filters (Zhang et al., 2003; Kong et al., 2003), discrete cosine coefficients (Kumar and Zhang, 2004a, 2004b), and wavelets (Zhang and Zhang, 2004)
2. line-based approaches, e.g., line matching (Zhang and Shu, 1999) and line detection (Kumar et al., 2003)
3. Appearance-based approaches, e.g., Fisherpalm (Lu et al., 2003a, 2003b), eigenpalm (Lu et al., 2003a, 2003b), and 2DPCA (Zuo et al., 2006).

Performance of a palm verification system is hampered by using only a single descriptor. Ideally a palmprint verification system should be based on the fusion of several descriptors (Kumar and Zhang, 2005, 2004b; Kong et al., 2006; Nanni and Lumini, 2009a, 2009b). In Kumar and Zhang (2005), for example, the authors show how combining Gabor filters, line detectors, and principal component analysis (PCA),
significantly increases classification performance. An ensemble of classifiers is built from a Palm image in Nanni and Lumini (2009a, 2009b) by extracting five subimages. Feature vectors are then extracted from these subimages, one for each of the three feature extraction methods investigated in that study. The final score is obtained by combining the scores of the different palmprint representations.

2.2 Knuckle verification

Gaining in popularity is the use of the entire finger biometric, see e.g., Li et al. (2004) and Ribaric and Fratric (2005). So far only the inner and outer knuckle prints have been investigated. In Li et al. (2004), the lines in the inner skin of the knuckle of the finger were found to be a viable biometric marker. Several studies have used these markers. In Ribaric and Fratric (2005), for example, an image-based finger matcher is proposed where the finger image is projected onto a lower-dimensional space using PCA, in Zhao et al. (2009), a new method for line feature knuckleprint matching is proposed, and in Nanni and Lumini (2009b), a subset of Gabor filters is selected from the entire image. In Zhang et al. (2010) the outer finger-knuckle-print, or the patterns formed by the outer surface around the phalangeal joint of the finger, was examined. In that study a novel Gabor-based feature extractor was employed.

3 Proposed approach

As noted above, biometric verification is a difficult machine classification problem that is best handled by combining multiple descriptors to boost performance. Good descriptors are invariant to image rotation and scale. In addition, they are robust in terms of variations in illumination.

In our investigation, the same classification approach is used in all the datasets. It is based on the following steps: enhancement, tessellation by a square non-overlapping grid and feature extraction, matching with a set of distances (one for each selected feature vector) that are combined by sum rule.

The pre-processing is performed as in Connie et al. (2005), with the normalised image computed using the following operation:

\[ I'(x, y) = \begin{cases} m_n + B & \text{if } I(x, y) > m_n \\ m_n - B & \text{otherwise} \end{cases} \]

where \( m \) and \( n \) are the mean and variance of the image, respectively, and \( m_n \) and \( n_n \) are set to 100.

Before the feature extraction step, each image is first decomposed into non-overlapping square cells of fixed dimension \( dim1 \times dim2 \). The following values are used in this study: \( dim1 = 16 \) and \( dim2 = 32 \).

The matching value between two images is calculated by a distance function. In this study, we use the chi square distance. Finally, these distances (one for each square cell) are combined by sum rule.

Our idea is to extract a set of user dependent bins from LTP. We test two approaches for extracting the user-dependent bins:
VAR, which involves selecting 75% of the histogram bins with the highest variance from among the bins selected using DOM. DOM chooses a set with a cardinality whose minimum is between 250 and 75% of the total number of bins that contain the highest occurrences (notice that when all the rotation invariant bins are used we have more than 1,000 bins, so we are selecting only a small subset).

SFFS, which involves selecting 75% of the histogram bins that minimise the intra-class distance among the training images. The selection is performed by sequential floating forward selection (SFFS), among the bins selected with VAR.

The best approach, validated in Section 5 is the fusion between LPT and HLBP. The remainder of this section describes several texture descriptors examined in our proposed ensemble methods.

3.1 Invariant LBPs

LBP (Ojala et al., 2002) is a histogram based on a statistical operator that is calculated by examining the distribution of grey scale values of a circularly symmetric neighbour set of $P$ pixels around the value of a central pixel $q_c$ on a circle of radius $R$. Formally, the LBP operator is defined as follows:

$$LBP(P, R) = \sum_{p=0}^{P-1} s(q_p - q_c)2^p$$

where $P$ is the number of pixels in the neighbourhood, $R$ is the radius, and $s(x) = 1$ if $x \geq 0$, otherwise 0. The histogram of these binary numbers is then used to describe the texture of the image. Two types of patterns are distinguished: uniform patterns, which have at most two transitions from 0 to 1, and non-uniform patterns.

We use a multi-resolution descriptor in this study that is obtained by concatenating histograms calculated with the following parameters: $(P = 8; R = 1)$ and $(P = 16; R = 2)$.

In Ahonen et al. (2009) a rotation invariant image descriptor is proposed that is based on uniform LBP that is called the local binary pattern histogram Fourier (LBP-HF). LBP-HF features are extracted using the discrete Fourier transform. It extracts a class of features that are invariant to the rotation of the input image starting from the histogram rows of the uniform patterns.

In Guo et al. (2010), the hierarchical multi-scale LBP is presented. It is an approach that improves performance by extracting information from the non-uniform bins. The hierarchical multi-scale LBP is based on a multi-resolution approach that utilises three different radii:

1. the LBPs for biggest radius are extracted first, then
2. for the ‘non-uniform’ patterns, the counterpart LBPs of smaller radius is extracted, finally
3. among the new LBPs, the ‘non-uniform’ patterns and ‘uniform’ patterns are extracted using an even smaller radius.

This procedure is iterated until the smallest radius is used to extract features.
Until recently, LBP descriptors have utilised only the uniform patterns. Recent work has attempted to augment LBP by using non-uniform patterns. In Zhou et al. (2008), uniform patterns are combined with a few non-uniform patterns to improve performance. In Liao et al. (2009), rotation invariant patterns are selected, instead of the uniform patterns. The researchers in that study propose choosing patterns that represent 80% of the patterns in the training data. Several other variants have recently been proposed, see e.g., (Nanni et al., 2010).

3.2 Local ternary patterns

The LTP (Tan and Triggs, 2007) is a generalisation of LBP. LTP represents the grey-scale differences between pixels using a ternary rather than a binary value as in LBP. The difference between the grey value of a pixel \( x \) from the grey values in one of its neighbourhoods \( u \) assumes the three values by applying a threshold \( \tau \) (so LTP descriptors should be less sensitive to noise):

\[
d = \begin{cases} 
1 & u \geq x + \tau \\
0 & x - \tau \leq u < x + \tau \\
-1 & \text{otherwise}
\end{cases}
\]

The ternary pattern is split into two binary patterns by considering the positive and negative components according to the following binary function \( b_c(x) \), \( c \in \{-1, 1\} \):

\[
b_c(x) = \begin{cases} 
1 & x = c \\
0 & \text{otherwise}
\end{cases}
\]

The histograms computed from these two patterns are then concatenated. The feature vector is the concatenation of these two histograms. In this study we use \((P = 8; R = 1)\) and \((P = 16; R = 2)\) and two implementations of LTP: a LTP variant where the uniform bins are considered \((LTP_u)\) and a variant where the rotation invariant bins are considered \((LTP_{ri})\). For more details on uniform bins and rotation invariant bins, see (Ojala et al., 2002).

4 Datasets and protocols

We test our method on the palm and knuckle benchmark datasets. A sample image from each dataset is shown in Figure 1. For the palm prints, we use the inkless hand images obtained from a digital Camera. The database contains seven samples from each user, for 100 users. For the knuckle verification problem, we report results obtained using only the middle-finger which are extracted as in Nanni and Lumini (2009b). The palm images are extracted as in Nanni and Lumini (2009a, 2009b).

Performance is measured by means of the well known EER. The EER is a unique measure for characterising the security level of a biometric system. It is the error rate when the frequency of fraudulent accesses (false match rate, FMR) and the frequency of rejections of people who should be correctly verified (false non-match rate, FNMR) assume the same value.
5 Experimental results

In Table 1, we compare the performance of the following methods by considering three images (the first session) belonging to the training set and the other four images making up the testing set:

- LBP/LTP-u(P, R), LBP/LTP, with radius R and P neighbourhood, where all the uniform bins are used
- LBP/LTP-ri(P, R), LBP/LTP, with radius R and P neighbourhood, where all the rotation invariant bins are used
- LBP/LTP-riu2(P, R), LBP/LTP, with radius R and P neighbourhood, where all the rotation invariant uniform bins are used
- HLBP, the hierarchical LBP using the original code shared by the authors of HLBP
- LTP-x(P, R)-VAR, LTP, with radius R and P neighbourhood where the x bins are used, coupled with our approach named VAR
- LTP-x(P, R)-SFFS, LTP, with radius R and P neighbourhood where the x bins are used, coupled with our approach named SFFS
- FUS1, the fusion by sum rule between LTP-u(8, 1)-VAR, and LTP-u(16, 2)
- FUS2, the fusion by sum rule between LTP-u(8, 1)-VAR, HLBP, and LTP-u(16, 2)

Before each fusion the distances are normalised to mean 0 and standard deviation 1. For each cell in Table 1, two values $X(Y)$ are reported where:

- $X$, is the EER obtained when each user uses its own ‘selected bins’
- $Y$, is the EER obtained when the impostor steals the ‘selected bins’ of the user that he claims to be.
Table 1  Performance comparison

<table>
<thead>
<tr>
<th>Method</th>
<th>Palm</th>
<th>Knuckle</th>
</tr>
</thead>
<tbody>
<tr>
<td>LBP-u(8, 1)</td>
<td>5.1</td>
<td>4.0</td>
</tr>
<tr>
<td>LBP-ri(8, 1)</td>
<td>10.8</td>
<td>12.3</td>
</tr>
<tr>
<td>LBP-riu(8, 1)</td>
<td>9.8</td>
<td>11.8</td>
</tr>
<tr>
<td>LBP-u(16, 2)</td>
<td>5.2</td>
<td>4.0</td>
</tr>
<tr>
<td>LBP-ri(16, 2)</td>
<td>29.1</td>
<td>20.3</td>
</tr>
<tr>
<td>LBP-riu(16, 2)</td>
<td>9.1</td>
<td>7.3</td>
</tr>
<tr>
<td>LTP-u(8, 1)</td>
<td>4.7</td>
<td>3.7</td>
</tr>
<tr>
<td>LTP-ri(8, 1)</td>
<td>6.9</td>
<td>6.8</td>
</tr>
<tr>
<td>LTP-riu(8, 1)</td>
<td>8.7</td>
<td>6.9</td>
</tr>
<tr>
<td>LTP-u(16, 2)</td>
<td>4.7</td>
<td>4.1</td>
</tr>
<tr>
<td>LTP-ri(16, 2)</td>
<td>30.8</td>
<td>18.4</td>
</tr>
<tr>
<td>LTP-riu(16, 2)</td>
<td>8.0</td>
<td>6.6</td>
</tr>
<tr>
<td>LTP-u(8, 1) + LTP-u(16, 2)</td>
<td>4.2</td>
<td>3.4</td>
</tr>
<tr>
<td>HLBP</td>
<td>5.0</td>
<td>3.6</td>
</tr>
<tr>
<td>LTP-u(8, 1)</td>
<td>VAR</td>
<td>0.25 (5.3)</td>
</tr>
<tr>
<td>SFFS</td>
<td>0.25 (5.4)</td>
<td>0 (4.4)</td>
</tr>
<tr>
<td>LTP-ri(8, 1)</td>
<td>VAR</td>
<td>0.25 (9.6)</td>
</tr>
<tr>
<td>SFFS</td>
<td>0.25 (9.6)</td>
<td>0.3 (15.5)</td>
</tr>
<tr>
<td>LTP-u(16, 2)</td>
<td>VAR</td>
<td>1.83 (7.4)</td>
</tr>
<tr>
<td>SFFS</td>
<td>3.5  (7.7)</td>
<td>0 (11.2)</td>
</tr>
<tr>
<td>FUS1</td>
<td>0.5  (4.2)</td>
<td>0.25 (3.2)</td>
</tr>
<tr>
<td>FUS2</td>
<td>1.5  (4.0)</td>
<td>0.25 (3.0)</td>
</tr>
</tbody>
</table>

A number of experimental findings can be extracted from the results reported in Table 1:

- using a simple distance measure LTP does not outperforms LBP, as when a high performing classifier is used [see the comparison between LBP and LTP reported in Nanni et al. (2010)]
- the multi-resolution method based on LTP outperforms HLBP
- the best LTP/LBP setting is to use all the uniform bins
- our approach obtains a near 0 EER when each user uses its own selected bins
- FUS1 performance, when the select bins are stolen, is equal or slightly better than the standard multi-resolution approach
- combining different approaches maximises performance. FUS2, based on the fusion of a multi-resolution LTP and on HLBP, obtains the best EER in both the datasets. Notice that, as shown in Guo et al. (2010) HLBP obtains a very high performance compared with subspace approaches.

The main drawback of the propose approach is that it needs a training set for each user, while both LTP and HLBP are training free approaches.
6 Conclusions and discussion

This paper focused on the study of texture descriptors in biometric verification. Based on an analysis of prior research, we propose a multi-resolution approach based on LTP that works well in two different problems: palm verification; and knuckle verification. Our aims are:

- to compare standard multi-resolution approach with the novel hierarchical local binary patterns (HLBP)
- to study the fusion between LTP and HLBP
- to report the performance obtained with a user dependent bin selector.

When the user dependent bins selection is performed and each matching is performed so that each user uses its set of selected bins, we obtain a near 0 equal error rate. When the impostor steals the ‘selected bins’ of the user that he claims to be our approach slightly outperforms both the standard multi-resolution approach and HLBP.

Another interesting finding is that LTP does not drastically outperform LBP, as shown in other works (see, e.g., Nanni et al., 2010). In our opinion this is due to that in this work we use a simple distance measure while in Nanni et al. (2010) an advanced machine learning approach, the support vector machine (SVM), was used. SVM probably exploits the information extracted using LTP.
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