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Abstract. In this paper we investigate a new approach for extracting features from 
a texture using Dijkstra's algorithm. The method maps images into graphs and gray 
level differences into transition costs. Texture is measured over the whole image 
comparing the costs found by Dijkstra's algorithm with the geometric distance of 
the pixels. In addition, we compare and combine our new strategy with a previous 
method for describing textures based on Dijkstra's algorithm. For each set of 
features, a support vector machine (SVM) is trained. The set of classifiers is then 
combined by weighted sum rule. Combining the proposed set of features with the 
well-known local binary patterns and local ternary patterns boosts performance. To 
assess the performance of our approach, we test it using six medical datasets 
representing different image classification problems. Tests demonstrate that our 
approach outperforms the performance of standard methods presented in the 
literature. All source code for the approaches tested in this paper will be available 
at: http://www.dei.unipd.it/node/2357.
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Introduction

Medical imaging is a field that has advanced considerably the last couple of 
decades. Even though medical images are commonly analyzed by human experts, the 
huge amount of data currently being produced has motivated researchers to explore the 
possibility of automating image analysis. This presents a challenge as the medical 
images currently available investigate phenomena that exhibit a great deal of variation,
creating the need to develop a large set of different automatic analysis methods. 
Moreover, even though automatic analysis has not reached the quality levels achieved 
by manual analysis, it still offers many advantages, especially noteworthy being the 
capacity of analyzing and relating huge amounts of data. Most experts agree that this 
capability has the potentially of revolutionizing scientific knowledge in medicine.

The analysis of medical images often relies on texture, as the textural content of 
images includes a large amount of information that is more important in medicine than 
in other domains like robotics and video surveillance. For this reason, texture analysis 
methods are often employed in medical image analysis. Common texture analysis 
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methods used in medical image analysis include the scale-invariant feature transform 
(SIFT) [1], speeded up robust feature (SURF) [2], histogram of oriented gradients 
(HOG) [3], gradient location and orientation histogram (GLOH) [4], region covariance 
matrix (RCM) [5], edgelet [6], gray level co-occurrence matrix (GLCM) [7], local 
binary patterns (LBP) [8], nonbinary encodings [9], color correlogram (CCG) [10],
color coherence vectors (CCV) [11], color indexing [12], ���������	 
�����	 [13] and 
�����	
�����	[14].

A recent method that is simple, effective, and robust and that has consistently 
produced good results is the Local Binary Pattern (LBP) operator [15]. LBP has been
employed in a number of different image analysis methods and has successfully been 
applied to a large number of medical tasks, including the discrimination of
endoscopical images of pediatric celiac diseases [16] and the discrimination of real 
masses from normal parenchyma in mammographic images [17]. LBP has also proven 
beneficial in medical data mining, producing excellent results when combined with 
other descriptors for exploring brain magnetic resonance data [18] and for classifing
different cell phenotypes [19].

The main intention of this paper is to compare and combine different approaches 
for extracting texture descriptors using Dijkstra’s algorithm, where each pixel of the 
image corresponds to a node that is connected to its 4-neighbors. Dijkstra’s algorithm 
is used in the context of graphs for finding the minimum-cost path between two given 
nodes. It can also be used for extracting information from images if they are mapped 
onto graphs, an idea recently exploited in [20] to develop a method for texture 
classification.

In this paper we combine a new set of features proposed here with a previous set 
proposed in [20]. The descriptors are used to train separate SVM classifiers with results 
combined by weighted sum rule. We also explore combining our proposed set of 
features with LBP and a popular LPB variant, local ternary patterns (LTP); when our 
proposed set of features are coupled with either LBP or LTP, the fusion boosts the 
performance of our new descriptors.  For validating our idea, the performance in six 
medical datasets representing different image classification problems is reported.

1. Feature Extractors

In this section the feature extraction approaches compared in the experiments are
described. In all experiments, SVM [21-23] (using both linear and radial basis function 
kernels) is the base classifier. For each dataset, the best kernel and the best set of 
parameters are chosen using a 5-fold cross validation approach on the training data.

1.1. Dijkstra’s Algorithm for Texture Descriptors (DJ)

The DJ approach [20] transforms the input image into a graph by connecting each 
pixel to its 4-neighbors. The cost, w, of a transition between two connected nodes at 
locations (x,y) and (x�, y�) is determined by their gray levels I(x,y) and ������ ��	, such 
that:

,                                 (1)                                        

S. Ghidoni et al. / Texture Descriptors Based on Dijkstra’s Algorithm 75



Given this model, it is possible to measure the image texture considering the 
minimum cost of a given set of transitions, namely: i) the central points of the first and 
last column (
0), ii) the lower left and upper right corner (
45), iii) the central points of 
the upper and lower row (
90), and iv) the lower right and upper left corner (
135). The 
Dijkstra’s algorithm [24] is exploited to find the minimum cost path.

It should be observed that the cost w depends on two elements: the difference in 
the gray levels of the two pixels and their average value. The cost of the four paths (i-iv 
described above), therefore, depends on the number (and intensity) of the transitions 
along the four paths, which leads to texture measurement.

As pointed out in [20], the four paths described above can only provide a coarse 
evaluation of the texture. To achieve more reliable results, the image is subdivided into 
smaller windows of the same size, and the four paths are evaluated in each subwindow. 
Several subdivisions of the input image can be obtained by varying the window 
dimension r and, consequently, the number of windows. In our experimental section, 
we consider several sets of subwindows, using dimensions based on {10%, 12.5%, 
16.6%, 25%, 50%} of the original image.

Texture is measured by means of a descriptor, which is built based on the costs of 
the four paths 
0, … , 
135 described above so that for each subdivision of the original 
image into subwindows a vector  is built by concatenating the average and variance 
values of the cost of the four paths:

                  (2)

where �0 and �0 are the mean and variance of all 
0 in the considered i-th subdivision, 
respectively. The others values of �	 ���	�	 refer to the other orientations. The global 
descriptor is obtained by concatenating all i, one for each subdivision. This global 
descriptor is finally fed into a classifier to obtain a final decision on the input image.

1.2. New Proposed Features

In this paper we propose a novel method for measuring image texture based on 
Dijkstra’s algorithm. Unlike [20], where the DJ algorithm is used to measure the cost 
of given paths in the image and in a set of sub-windows, we base our texture 
measurement on the comparison of the Euclidean distance with the cost calculated by 
Dijkstra’s algorithm. Moreover, we perform such comparisons for all pixels of the 
image, instead of a small subset, in order to gather a more detailed description.

Our new method needs to define a seed: we chose as the pixel in the top-left corner. 
The Dijkstra’s algorithm is then used to measure the distance of each pixel of the image 
to the seed. To accomplish this, the image itself is modeled as a graph in which each 
pixel is connected to its four-neighbors, composed of the adjacent pixels going up, 
down, left, and right. The cost of each link connecting two pixels depends on their gray 
levels G(x,y) and G(x', y') and is evaluated as w=|Gx,y - Gx',y'| if the pixels are adjacent, 
i.e. if |x-x'| + |y-y' |= 1, and infinity otherwise. Note that evaluating the distances of 
every pixel to the seed does not require a higher computational cost than evaluating the 
distance between two pixels on opposite sides of an image. 

The Dijkstra’s costs are then compared with the geometrical distance of the pixels 
to the same seed. This is possible because the cost of each path depends on two 
elements: the amount of variations of the gray levels in the pixel matrix (which is 
related to texture) and the distance of a pixel to the seed. Since we are interested only in 
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the first cost, we remove the second one by calculating the geometrical distance and 
compensating for its effect. The distance is evaluated considering the L1-norm, as it 
reflects the 4-neighbor pixels chosen for evaluating the costs.

Once costs and geometrical distance are available, they undergo a normalization 
process before being compared. In particular, the maximum value for the L1-norm is 
given by Lmax=W+H-2, where W and H are the image width and height, respectively. 
The maximum value of the Dijkstra cost can be obtained considering the maximum 
cost for each transition between adjacent pixels: in the case of 8-bit single channel 
images, the maximum cost for each transition is 255. Given a pixel in the image, the 
ratio: 

                   
                                                            (3)

between its cost and its distance to the seed is forced to be in the range [0, 255]. This
ratio is called NDC (Normalized Dijkstra Cost). The L1-norm undergoes a 
normalization process that remaps it to the same range obtained for NDC: for this 
reason, the Normalized L1-Norm (NLN) is calculated as: 

                                                (4)

where PR (Pixel Range) is the difference between the minimum and maximum gray 
level (255 in the case of 8-bit images).

Information about costs and distances is organized in a histogram evaluated over a 
two-dimensional domain. A square matrix of PR rows and PR columns is created: 
along the x-axis, the NLN is mapped; while along the y-axis, NDC is reported. The 
image pixels are then scanned, and the histogram bin having coordinates corresponding 
to NLN and NDC of the considered pixel is incremented by 1. This way of organizing 
information turns out to be very effective in measuring texture because the bin 
distribution across the histogram describes how the texture is span over small and
larger areas of the image.

For extracting a set of features from the 2D histogram, two methods are used and 
then combined:

� Method 1, where the discrete cosine transform (DCT) is used to reduce the 
size of the 2D histogram. The best performance is obtained when DCT is used 
for extracting a 400 dimensional feature vector.

� Method 2, where only a subset (i.e. the bins where the cumulative value 
among the training patterns is higher than 10) of the 2D histogram is 
considered for training SVM.

It should be noted that in our experiments the same configuration is used for all the 
six datasets.
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2. Datasets

Our  system  was  tested  on  six  medical  datasets  to  verify  the  generality  of  the 
proposed approach. In Table 1 a short descriptive summary of each dataset is reported, 
showing  that  the  chosen  datasets  represent  very different  computer  vision  problems. 
The datasets used in our experiments are the following:

� PAP (http://labs.fme.aegean.gr/decision/downloads): the pap smear 
dataset in [25], which contains images representing cells used in cervical 
cancer diagnosis. 

� VIR (http://www.cb.uu.se/~gustaf/virustexture/): the virus dataset in 
[26], which contains images of viruses extracted by negative stain 
transmission electron microscopy. We use the 10-fold validation division of 
images shared by the authors. However, rather than use the masks in [26] for 
background subtraction, we use the entire image for extracting features, as we 
found this method produced better results. 

� HI (http://www.informed.unal.edu.co/histologyDS): the histopatology 
dataset in [27], which contains images taken from different organs that 
represent the four fundamental tissues.  

� BC (available upon request from Geraldo Braz Junior [ge.braz@gmail.com]):
the breast cancer dataset in [28], which contains 273 malignant and 311 
benign breast cancer images. 

� PR (available upon request from Loris Nanni, the corresponding author of this 
paper): the protein dataset in [29], which contains 118 DNA-binding Proteins 
and 231 Non-DNA-binding proteins, with texture descriptors extracted from 
the 2D distance matrix that represents each protein. The 2D matrix is obtained 
from the 3D tertiary structure of a given protein by considering only atoms 
that belong to the protein backbone (see [29] for details). 

� CHO (http://ome.grc.nia.nih.gov/iicbu2008/hela/index.html#cho): the 
chinese hamster ovary cell dataset in [30], which contains 327 fluorescent 
microscopy images of ovary cells belonging to five different classes. Images 
are 16 bit grayscale of size 512×382 pixels. 

To reduce the computation time, images larger than 250 pixels are reduced to 
250 pixels.

  
 
 
 
 
 

S. Ghidoni et al. / Texture Descriptors Based on Dijkstra’s Algorithm78



 

Table 1. Descriptive summary of the six datasets.

Name Abbreviation #Classes #Samples Sample Size

Histopatology HI 4 2828 Various

Pap Smear PAP 2 917 Various

Virus types classification VIR 15 1500 41 X 41

Breast cancer BC 2 584 Various

Protein classification PR 2 349 Various

Chinese Hamster Ovary CHO 5 327 512 X 382

3. Experimental Results

Tests for each texture descriptor were performed using the 5-fold cross-validation 
protocol, except for the VR dataset for which we used the original testing protocol 
described in [26]. Performance was measured considering the area under the ROC 
curve (AUC) since it provides a better overview of classification results. AUC is a 
scalar measure that can be interpreted as the probability that the classifier will assign a 
higher score to a randomly picked positive sample than to a randomly picked negative 
sample [31]. In the multi-class problem, AUC is calculated using the one-versus-all 
approach (i.e. a given class is considered as “positive” and all the other classes are 
considered as “negative”) and the average AUC is reported. 

The aim of the first experiment, see table 2, is to determine the usefulness of the 
different techniques applied for extracting features using the paths obtained by 
Dijkstra’s algorithm. In the following, method x×A+y×B is the weighted sum rule 
between approaches A, with weight x, and B, with weight y. Before fusion, the scores 
of A and B are normalized to mean 0 and standard deviation 1. 

The following approaches are reported in table 2:
� SUB: the method detailed in section 1.1;
� PG-dct: the method based on DCT, detailed in section 1.2;
� PG-sub: the method based on the bins of the 2D histogram, detailed in 

section 1.2;
� PG: 2×PG-sub + PG-dct;
� DIJ: 2×SUB + PG.

The last column in table 2 labelled Avg reports the average performance across the 
six datasets.
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Table 2. Fusion approaches.

PAP VIR CHO HI BC PR AVG

SUB 79.9 87.7 88.7 75.2 77.6 83.4 82.1

PG-dct 76.9 66.4 72.1 60.5 62.3 72.4 68.4

PG-sub 77.2 75.0 63.9 67.6 66.5 69.8 70.0

PG 78.7 75.8 61.3 68.5 65.8 76.0 71.0

DIJ 81.7 87.4 89.9 76.6 78.6 84.9 83.2

Examining table 2, it is clear that our new proposed set of features boosts the 
performance of SUB, with DIJ outperforming SUB in all datasets except VIR. In this 
last case, the low dimension of the images lead to a very low number of pixels building 
the histogram, which in turn did not have a well-defined shape. Shape analysis,
therefore, provided poor results since the obtained shape was not informative.

Table 3. Fusion approaches combining LBP and LTP.

PAP VIR CHO HI BC PR AVG

LBP 87.7 89.8 99.9 92.5 92.4 79.8 90.3

4xLBP+DIJ 88.9 90.8 99.9 92.5 93.2 82.5 91.3

8xLBP+DIJ 88.4 90.4 99.9 92.5 92.9 81.4 90.9

LTP 86.1 91.6 99.9 92.8 95.6 87.8 92.3

4xLTP+DIJ 87.1 92.3 99.9 92.7 95.4 89.5 92.8

8xLTP+DIJ 86.7 92.0 99.9 92.9 95.6 89.0 92.7

In table 3 we show that the proposed set of features can be coupled with LBP and 
LTP for boosting their performance.

4. Conclusion

In this study we improved the performance of a texture classification method based 
on Dijkstra’s algorithm. We exploited the method for mapping input images into 
graphs and proposed a new algorithm for defining the transition cost between pixels. 
We also derived a novel way of mapping Dijstra’s costs with respect to geometric 
distance, building a histogram and analyzing it as a 3D function. We also combined our 
approach with LBP and LTP, and found that combining LBP and LTP with our novel 
features boosted their performance.

Our proposed system was validated across six medical image classification 
problems, with very different images, thereby demonstrating the generality of our 
approach. For all experiments SVM was used as the base classifier. We also compared 
our results the state-of-the-art descriptors LBP and LTP. Our study shows that it is 
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worthwhile exploring the idea of mapping images into graphs and exploiting path costs 
provided by Dijkstra’s algorithm to measure image texture.

Future development of this work will include a study involving a feature selection 
stage for determining which bins are useful and which ones can be neglected: it should 
be noted that a large number of bins in the histogram are 0 or contain very low values. 
This was not considered in this work, but could lead to optimization and further 
considerations of the proposed method.
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